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| Signature of Student: | | | | |
| Summary of the Research  *100 to 125 Words*  Font: Times New Roman, Size 11  Kitchen ware objects will be collected and preprocessed to pass GRASPIT simulator. Using GRASPIT simulator data will be marked labels using multi-model classifier [1] have developed in our conference paper. This study purposed approach to develop a model that can generate an action-oriented semantic grasp for an object using different Machine learning techniques. That techniques will be analyzed against training and testing phase. Best machine learning techniques will be selected as suitable on the basics of performance against accuracy score in testing phase. | | | | |
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| *Introduction*  *(This includes introduction to the problem, motivation behind solving the problem and related work. Minimum number of references for related work should be at least 10, out of which 50% must be from last 5 years)*  *250 to 300 words.*  *Font: Times New Roman, Size 11*  Classical Approaches focus to hold the object in such a way that it should not drop from robot griper. Robot grasping is so far from computing a suitable grasp from a particular task. It still a challenge to compute a grasp of given image of observation of an object [1]. Robotics community has focused to develop two types of models. 1) Grasp Models to determine grasping point that is suitable for picking up an object. 2) Task Models assume the grasp is already stable on the object and focus on modeling the motion that realize the task [2]. For the action-oriented grasping, the requirements to fulfill the action related restrains depend on the type of the action and the object geometry and are therefore difficult to take a broad view. This study is interest to develop a model that allow to robot grasp the unseen object in such a way that can execute a given task. In previous studies, Grasp will be consider stable if Object has hold in such a way that it should not drop from robot griper. A stable grasp may be valid for grasping the particular action pick to clean and the same grasp may be not valid for the action pick to pour due to action restrain. This study will learn techniques to develop Semantic oriented Grasp model that will know to grasp an object for a particular action. |
| Statement of the Problem  *(This includes the problem being addressed by the thesis and its scope)*  One paragraph of 50~80 words  Font: Times New Roman, Size 11  This study purposes a task-oriented grasping G for manipulation where a Model M will be developed for robot-gripper R that will learn grasping G for particular action against graspable object in the robot workspace. Many proposed approaches objective is to predict the single best grasp from an image. Previous methodologies grasp an object and they don’t predicts whether an action is valid or not against a particular task, but this proposed methodology will alsopredicts whether an action is a valid or not against a particular task. An object that will grasp a pose may be valid for cleaning, but there is a possibility that it might not be valid for pour. Model M will take Action a ∈ A and o ∈ O and generate a set grasps g ∈ G. |
| Research Methodology  *(This includes methodology to be used quantitative or qualitative, also provide algorithm flowchart or pseudo code. Please mention what evaluation criteria will be used).*  Max 200 words excluding figures and pseudo code, flowcharts.  Font: Times New Roman, Size 11  For this problem, we will collect a dataset of 3D mesh files from internet. All mesh files will converted into .iv format using Mesh Lab and KAUTHAM tools because GRASPIT read .iv files. GRASPIT will generate 70,000 grasps for each mesh. Top 30 grasps will be selected from 70,000 grasps. After this step labels will be marked for valid and invalid grasp against a particular grasp. Subsequently, some machine learning models will be used for training such large datasets. Best machine learning model will be selected after doing testing. After model selection, mesh file and specific task will be given as input to GRASPIT for classifying whether an input is valid or not. |
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